
Depth-Aware Endoscopic Video Inpainting –
Supplementary Material

Francis Xiatian Zhang1[0000−0003−0228−6359], Shuang
Chen1[0000−0002−6879−7285], Xianghua Xie2[0000−0002−2701−8660], and Hubert P.

H. Shum1()[0000−0001−5651−6039]

1 Department of Computer Science, Durham University, Durham, United Kingdom
{xiatian.zhang, shuang.chen, hubert.shum}@durham.ac.uk

2 Department of Computer Science, Swansea University, Swansea, United Kingdom
x.xie@swansea.ac.uk

Reconstruction Loss The details for LD and LI are as follows:

LD =
∣∣∣D̂ −D

∣∣∣ , (1)

LI =
∣∣∣Ŷ − Y

∣∣∣ , (2)

where | · | denotes the L1 Norm, D and D̂ denote the ground truth depth map
and the translated depth map, respectively, and Y and Ŷ denote the ground
truth frames and the inpainted frames, respectively.
Perceptron and Style Loss The details for LP and LS are as follows [2]:

LP =
∑

l∈Layers

1

Nl

∣∣∣Fl(Ŷ )− Fl(Y )
∣∣∣2
2
, (3)

LS =
∑

l∈Layers

∣∣∣Gl(Ŷ )−Gl(Y )
∣∣∣2
F
, (4)

where Fl(·) denotes the feature map extracted from layer l of a pre-trained
network given frames as input, and Gl(·) represents the Gram matrix of the
feature map from layer l, capturing the style information. |·|2 denotes the squared
Euclidean (L2) norm, and | · |F denotes the squared Frobenius norm.
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Fig. 1. More Cases from the HyperKvasir Dataset [1]: These cases further demonstrate
that our method outperforms others, especially in generating fewer artifacts and more
plausible details during endoscopic inpainting. This underscores our approach’s supe-
rior corruption removal capability.
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Fig. 2. More Cases from the SERV-CT Dataset [1]: These cases further demonstrate
that our method outperforms others without the need for any fine-tuning, especially in
generating fewer artifacts during inpainting. This underscores our approach’s superior
generalization capability.

Fig. 3. Depth Estimation Performance Analysis of Our Spatial-Temporal Guided
Depth Estimation (STGDE) Module. This analysis compares the performance of our
STGDE module against a pre-trained endoscopic depth estimator DepthNet [3], on
masked corrupted frames. The ground truth is derived from depth estimation on un-
masked frames. It is observed that our STGDEmodule estimates depth more accurately
and closer to the ground truth compared to the direct application of the pre-trained
model on masked frames.


