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Abstract

Commercial RGB-D cameras typically require a clear posture with-
out occlusion. This hugely limits the usability of the device for
serious applications that require manipulation of external objects.
In this paper, we propose an integrated framework to track motion
and object during human-object interactions. We implement a data-
driven posture reconstruction algorithm to correct wrongly tracked
body parts during occlusions, as well as a computer vision based
object tracking algorithm using the depth image. We demonstrate
preliminary results in which the system tracks a user playing with a
basketball.

1 Introduction

With the hardware improvement of RGB-D cameras, motion-based
applications have become more and more popular. The major short-
fall of these motion tracking systems is the incapability of capturing
human movement with real-object interaction, due to the occlusions
between the body parts and the objects. This limitation explains
why RGB-D cameras are still not popular for serious games such
as sport training, in which external equipment is usually involved.
An ideal system should allow the user to interact with real-objects,
such that the user not only performs the target motion, but also pro-
duces the necessary forces to handle the objects. The system should
accurately identify the human movement and the objects’ trajecto-
ries in order to evaluation the motion and produce feedback. For
example, a basketball training system should allow the user to play
with a real basketball and evaluate the user’s performance.

In this paper, we present a prototype of a serious game system that
tracks the human movement and the interacting objects at the same
time. On one hand, we implement the posture reconstruction sys-
tem proposed by [Shum et al. 2013] in order to estimate the real
human posture while performing complex movement that involves
object manipulation and occlusion. On the other hand, we imple-
ment a vision-based tracking algorithm using the depth image to
track the moving objects, and apply [Shum and Ho 2012] to syn-
thesize the movement trajectories in a physical world. Our system
is a step towards reliable and automatous motion analysis for seri-
ous applications such as sport training and rehabilitation analysis.

2 Tracking Human-Object Interactions

Here, we explain the algorithm to track the human movement and
the trajectory of the moving objects, and present some preliminary
experimental results.

We implement the posture reconstruction framework proposed by
[Shum et al. 2013] to perform human motion tracking. The purpose
of the algorithm is to estimate the true posture of a human user from
the noisy and partially incorrect tracked postures. The idea is to (1)
estimate the reliability of each tracked body part using kinematics
features of the human body and movement characteristics, and (2)
to apply a data-driven lazy learning algorithm to reconstruct a true
posture, relying more on the body parts with high reliability values.
This allows the system to automatically estimate body postures with
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occlusions and incorrect tracking. The readers are referred to the
[Shum et al. 2013] for further details.

We implement a computer vision based algorithm to perform object
tracking. Given a depth image obtained by the depth camera, we
first apply background subtraction to identify the pixels with move-
ment. We filter the pixels that are due to the human movement.
This is achieved by comparing the 3D positions of the pixels with
each bone of the 3D body skeleton, and removing the pixels if the
distance is smaller than a pre-defined value. We then threshold the
resultant image to obtain a binary representation, and apply mor-
phological erosion and dilation to filter random noise. Finally, we
obtain the K regions that contain the most movement pixels, where
K is manually set. The centroids of these regions are considered as
the tracked positions of the objects. As a post-process of the object
trajectories, we implement a positional based PD controller [Shum
and Ho 2012] to synthesize the object movement.

Some experimental results are shown in Figure 1. The synthesized
character and object are placed side by side with the source images
for easy comparison. Notice the robustness of the system during
human-object occlusions.

Figure 1: The user interacting with a basketball.

3 Conclusions and Future Work

In this paper, we propose a prototype system for serious games to
identify human movement and object trajectories during human-
computer interaction. We demonstrate tracking for challenging
scenes that involve complex movement and occlusions.

One potential problem is the reliability of the object tracking al-
gorithm. While we can reconstruct occluded human posture using
kinematics features of the human body, object movement is general
and difficult to be reconstructed. A future direction is to implement
a spatio-temporal tracking algorithm [Shum and Komura 2004] that
considers the continuity of the whole trajectory when deciding the
position of the object from possible choices.
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